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Abstract: In a mixture problem, the proportions of the components must sum to a unit. However, the quality of the products 
depends not only on the correct combination of these proportions. But also, on the right conditions of the manufacturing 
process factor that can be controllable or noise. This study proposed a direct methodology, which uses a transformation of the 
information integrating noise to the response, with the purpose of working only with mix and process variables. Also, it 
optimizes the quality characteristic of the product. The analysis results are then verified with respect to the ones obtained by 
the traditional methodology thus obtaining less variability. Furthermore, this transformation allows us to analyze the mean, 
the homogenized variance, the dual response, the cpk and cpkm. 
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1. Introduction 
 
There are mixture production processes where the accurate component proportions determine the final product 

quality, however, noise and control variables may be considered. The robust parameter design (RPD) consider q components 
(x1, x2, …, xq), c process controllable variables (w1, w2, …, wc) and n noise variables  (z1, z2, …, zn).In order to give a solution 
to this type of problems, a polynomial  function is fitted by the least squares method in a crossed array design as shown in 
equation (1). 

 
( , , )Y f x w z ε= +  (1) 

  
Controllable and noise variables are assumed  to be continue, linear, centered and coded with mean zero. Historical 

or theoretical data can be used to center them to ± 1 ˆnoiseσ o 2ˆ zσ as well as the variance, which includes the parameter 
estimation error of the model and the transmitted variability by the noise variables at a new y-value.  This problem has been 
studied by: Welch, Yu, Kang and Sacks (1991), Cornell (1995), Steiner & Hamada (1997), Goldfarb,  Borror, Montgomery 
and Myers (2002), Goldfarb, Borror, and Montgomery (2003), Borror (2003), Montgomery (2008), Yong Tan & Hui Ng 
(2009). 

This paper proposes: 1) to minimize the noise factor effects by incorporating them to the mean and variance for 
estimating  a response surface model only in terms of mixture and process variables by using  a transformation function; 2)  
to estimate the response variance from the mean in combination with the natural logarithmic of the variance; 3). At last,  
transformation of the dual response, cpk and cpkm are utilized to optimize in a more direct way, less work load and the 
variability is reduced which noise factor are implied in a process. 
 
 

2. Methodology 
 

 An experiment design was performed with three mixture components, one process and two noise variables with  six 
repeated measures. The data set was obtained through a simulation by the modified Rosenbrock function (1960), for the 
mixture and process variables and the spherical function for the noise variables: 
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