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Abstract: This study concerns the usage of ergonomics to differentiate existing gesture controls to be used with an 
Unmanned Aerial Vehicle (UAV) in place of a traditional physical controller. Five sets of gestures were found by searching 
for videos of people controlling UAV’s by using Microsoft Kinect. Each gesture was classified as a spatial command, and 
each command was then evaluated by using the Rapid Upper Limb Assessment (RULA), and the two with the lowest scores 
for each spatial command were then tested with 16 participants (eight males and eight females) for electromyographic muscle 
output. The participants also completed a brief survey concerning their preferences for each gesture command. The data was 
compiled and then the means of each gesture were compared by using paired t-test in order to determine the one that required 
the lowest amount of energy to perform. These gestures were then recommended as the best one for each command. 
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1. Introduction 
 
With the introduction of Microsoft Kinect in 2010, the human body has become the controller. Computer 

programmers, researchers, and tinkerers quickly began to adopt and experiment with this technology. For the most part their 
focus has been more on the technology and what they can get it to do, rather than on the human body and the long-term 
effects of performing such gestures, as one would in a work environment. 

In military applications of RC robots and devices, the controllers tend to be complex, with many buttons, dials, 
joysticks, and controls, which require many hours of training for operators. Many times, these devices are being operated in 
stressful environments, where there may also be other factors, such as dust, sand, or water, which may affect the operation of 
the controller. It becomes desirable, then, to apply gesture controls to the RC robots and devices that are used by the military.  
Pfeil et al. (2013) explored using gesture metaphors for commanding a UAV. They tested different types of gesture 
commands against each other. However, their focus was on user experience, and they did not give any information about the 
effects that performing the gestures had on the body. Herberts et al. (1980) explored myoelectric muscle activity in four 
different shoulder muscles and used internal electromyography to sense the muscle output and determine fatigue levels. Their 
findings indicate that work positions that lower the muscular load are preferable. Chen et al. (2007) explored using gesture 
control with an accelerometer and a Surface ElectroMyoGraph (SEMG) as the sensing devices. This method requires the end 
user to wear or be physically connected to these devices in order to control the desired device.  JJPro (2013) explained the 
dynamics and inner workings of using a Microsoft Kinect to control an A.R. Drone. Of particular interest was their high-level 
system diagram, which has been used here to show the scope of the project and how it fits into the bigger picture. 
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