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Abstract: Nowadays, manufacturing industry search to maximize efficiency, quickness, and flexibility in their processes. 
The manufacture of parts for medical products and foodstuffs require a careful analysis of the reliability of its products due to 
its purpose such as medical prosthesis, food containers and so on. In that sense, it is important to have a prediction model of 
mechanical wear in order to make an accurate product foresight and assessment. The present work aims to investigate a 
Radial Basis Function neural network (RBFNN) for modeling the Coefficient of Friction. The tester used a sapphire pin 
under Ringer’s solution on biocompatible 316L steel. All samples were characterized using metallographic techniques, 
scanning electron microscopy (SEM), micro hardness and roughness. The results show that the Radial Basis Function is able 
to model the Coefficient of Friction with excellent predictions. Furthermore, the Radial Basis Function neural network 
provides a good model for prediction according to statistical metrics. 
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1. Introduction 
 
The importance of mechanical wear assessment lies on surface damages generated by contact and movement 

reducing the life of the pieces under wear conditions. Wear and friction behavior principle is based on multiple sets of 
microscopic interactions between surfaces which are in sliding and mechanical contact (Bushan, 2010), those interactions 
depend on factors such as material, geometry, roughness, hardness, just to mention a few. The high complexity coming from 
those factors interactions turn out into a non-linear behavior, which is opposite to the classical postulates (Axén, 2001). Even 
though tribological wear behavior mechanisms has been widely studied since Archard and Holm, both proposed the 
mechanical wear mathematical statement in the 50’s, several works focuses on tribology did not represent the real friction 
and wear behavior due to the technical limitations of equipment (Sahraoui, 2004). In regard friction, there are 3 friction rules 
that describe the friction performance: [1] friction is independent to the contact area, [2] friction is directly proportional to the 
applied load and [3] the friction force is independent of velocity. The last one asserts that sliding velocity does not affect the 
friction force during wear test, so friction coefficient is not affected. Experimental evidence the third law of frictions is not 
accomplished.  

Nowadays, the use of new approaches as intelligent systems and statistical methods has been increasing specially in 
material problems as described above (Benyounis, 2008; Meziane, 2000; Praga-Alejo, 2008; Praga-Alejo, 2010; Praga-Alejo, 
2013). Intelligent systems are derived from techniques, such as: Fuzzy logic, Neural Networks, Evolutionary Algorithms and 
Hybrid systems. Neural Networks are significant because they are able to process large amount of information using 
mathematical models (Praga-Alejo, 2010). Neural networks are able to process large amount of information using 
mathematical models. A Neural Network (NN) is an interconnection of simple processing elements that represents the 
function of a single neuron. The interconnection is constructed by an artificial synapse called weights. The adjustment of 
these weights modifies the performance of the neural network. From all different structures of neural networks there is one 
that has been designed to make accurate predictions: the Radial Basis Function Neural Network (RBFNN). RBFNN is a 
second order or hyperspherical type function, the network value represents the distance for a given reference pattern. The 
Radial Basis Function (RBF) is a hybrid model because it uses both learning supervised and non-supervised (Praga-Alejo, 
2010).  

Praga-Alejo et al. proposed a redesigned RBFNN, which can be properly fitted to models because its hybrid learning 
method is constructed by means of a Genetic Algorithm (GA) that calculates the matrix centers and the Mahalanobis 
distance, both maximizes the coefficients of determination 𝑅𝑅2 which evaluate the accuracy of the RBF. The characteristics 
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