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Abstract: The microscopic inspection of blood samples provides qualitative and quantitative information about hematic 
pathologies. More precisely, the inspection of leucocytes (white blood cells) and their proportion of counts of the different 
types of leucocytes, known as differential counts, can assist hematologists in diagnosing diseases such as AIDS and leukemia. 
This study applies deep learning’s convolutional neural network (CNN) for the image classification of four types of leucocytes, 
namely, eosinophils, lymphocytes, monocytes, and neutrophils. CNNs work through pattern recognition to detect significant 
features that help distinguish different classes. The CNN’s hyperparameters were optimized through Genetic Algorithm (GA) 
and applied on a dataset containing 9,957 images and tested on another dataset of 2,478 images. The optimized CNN obtained 
a classification accuracy of 91% for the validation set and 99% for the training set, it also achieved a sensitivity and specificity 
of 91% and 97%, respectively. This study is proposed to substitute pathologists manually counting white blood cells in which 
it is a tiresome and monotonous procedure. 
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1. Introduction 
 
Image recognition has become one of the vital models for signifying artificial intelligence. Deep learning allows 

computational models that are composed of multiple processing layers to learn representations of data with multiple levels of 
abstraction. It has drastically improved the state-of-the-art in speech recognition, visual object recognition, and object detection 
(LeCun et al., 2015). Convolutional neural networks (CNNs), a type of deep learning models, have brought about breakthroughs 
in processing images, video, speech, and audio. Image recognition is used for countless of applications. They are used for 
security purposes such as face recognition. They are the foundation of how self-driving cars operate. And they are even used 
in medicine such as diagnosing diseases, identifying pathogens, and help reduce costs and time by analyzing lab samples. CNNs 
are now the dominant approach for almost all recognition and detection tasks and even approach human performance on some 
tasks. 

As soon as it was possible to scan and load medical images into computers, researches have built systems for automatic 
analysis. From the 1970’s until the 1990s, medical image analysis was done through sequential application of low-level pixel 
processing (edge and line detector filters, region growing) and mathematical modeling (fitting lines, circles and ellipses) to 
construct compound rule-based systems that solved particular tasks (Litjens et al., 2017). At the end of the 1990s, fields such 
as machine learning have become widely used in medical image classification, making the complete shift from systems 
designed entirely by humans to computers using example data to learn from in which feature vectors are extracted. The next 
step is to let computers learn the features that optimally represent the data in hand, where this concept is the core-focus of deep 
learning, more specifically, Neural Networks (NNs) composed of many layers which transform input data to outputs while 
learning increasingly higher levels of features. 

New algorithms are introduced periodically for the establishment of automatic image interpretation which can lead to 
advanced diagnosis and improved understanding of disease progression. An appropriate classification system and adequate 
number of training samples are prerequisites for effective image classification. As significances, several programmed medical 
diagnosis systems have been established to help doctors diagnose diseases particularly in white blood cells (WBCs) and red 
blood cells (RBCs) of humans that offers valuable information to pathologists about the disease. Traditional systems consist of 
data preprocessing in which a combination of various images is processed which includes de-noising, color correction, and 
image enhancement. The crucial step is the segmentation step because the accurateness of the successive feature extraction and 
classification steps depend on correct segmentation of the solitary white and red blood cells. Earlier research has acknowledged 
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