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Abstract: Thoracic surgery is one of the treatment options for lung cancer patients. Risk measurement of such surgery is critical 
to choose the best option among treatments. In this paper, one-year survivability of lung cancer patients after thoracic surgery 
is investigated using data mining techniques. The study deals with imbalance dataset, and the synthetic minority over-sampling 
technique (SMOTE) is applied to resolve the problem. Feature selection is also performed by using information gain as the 
criterion when selecting significant attributes. Next, the performance of five classification methods, namely naïve Bayes, radial 
basis function network, support vector machine, logistic regression, and random forest are applied to predict one-year 
survivability of lung cancer patients after the thoracic surgery and the results are compared. It shows that after applying the 
over-sampling technique to the dataset, all the classifiers work well according to performance measurements, but random forest 
outperforms other classifiers. 
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1. Introduction 
 
In the last decades, cancer cases have risen considerably. Both genders are affected by lung cancer all over the world. 

About 20% of cancer death cases are due to lung cancer (Bray, Ren, Masuyer, & Ferlay, 2013; Yang & Chen, 2015). The 
number of lung cancer incidents started to increase since the beginning of the 19th century. Cigarette smoke includes more than 
70 chemicals that are the major cause of cancers and about 90% of lung cancers are associated with exposure to tobacco smoke. 
As the number of smokers increased dramatically, lung cancer patients increased with the similar trend.  

Lung cancer has three different types namely non-small cell lung cancer (NSCLC), small cell lung cancer (SCLC), 
and the lung carcinoid tumor (LCT). Since the cancer type affects the treatment options as well as prognosis, it is critical to 
diagnose the patient’s cancer type. The first type, NSCLC, is the most prevalent type among the three lung cancer types. NSCLC 
includes around 85% of lung cancer incidents. SCLC is the second type and between 10% and 15% of lung cancer incidents 
are recognized as SCLC. Currently, SCLC is spreading faster that other types of the lung cancer. The third type, LCT, includes 
less than 5% of lung cancer incidents. LCT is also known as lung neuroendocrine tumors. The growth of carcinoid tumor is 
relatively slow and there is a low probability of the tumor spread. 

Cancer type and the stage (degree of spread) as well as the patient’s overall health status are key factors of successful 
treatment and long-term survivability. Surgery, chemotherapy, and radiotherapy are known as the regular treatments of the 
lung cancer. Surgery is recommended for NSCLC while chemotherapy and radiotherapy are better approaches for SCLC 
treatment. Moreover, the five-year survival of lung cancer among the patients is 16.8% in the United States whereas the survival 
rate in the developing countries is less (Duaso & Duncan, 2012). 

Thoracic surgery may be performed in lung cancer cases. Thoracic Surgery consists of three actions,  the operative, 
perioperative, and critical surgical care of patients (Dennis Kasper et al., 2015). Evaluating the risks and advantages of thoracic 
surgery, specifically survivability and expectation of life after the operation, for the corresponding patients is one of the most 
important issues for surgeons. Data mining techniques, specifically classification methods, are some of the most commonly 
used techniques in healthcare. However, there are some challenges. 

The main challenge of using data mining techniques and specifically classification techniques is to understand the 
attributes of the data. Commonly, it is not appropriate to directly use the raw data collected from different sources in the 
classification procedure because of various issues such as missing values of some features, duplicated records, disproportions 
in class distribution, or imbalanced data (Haibo He & Garcia, 2009). Usually, when the distribution of class variable is not 
even, the dataset is considered imbalanced. As the classification methods tend to train the model to vote for the majority class, 
the imbalance data would mislead the training process of the model. In the worst case, the trained classifier classifies all the 
testing instances according to the majority class without considering any other variables of the dataset. This situation happens 
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