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Abstract: A generic no-code tool to construct trained models for deep learning neural networks (DLNN) was developed for 
nonprofits and small businesses. The tool is known as Easy Insights. The tool is coded in Python and can be accessed via the 
web. The tool accepts the following inputs from simple pull-down menus and text boxes: the number of nodes, layers, epochs, 
and the testing/training split. The tool generates a DLNN and outputs a trained model, along with an accuracy on its 
performance. The performance metric is the overall accuracy of the trained model evaluated with Hold-Out validation. The 
tool was demonstrated in two case studies: Fairfax Fire & Rescue and for GMU Parking Department. 
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1. Context Analysis 
 

Small business and non-profits can have complex processes and massive amounts of data on performance and their 
customer preferences. This data is largely not exploited by these enterprises due to the lack of analytical staff and analytical 
expertise. Stakeholder interviews with 30 small business and non-profits identified an opportunity to improve profits and 
efficiency by analyzing the enterprise data. Advances in technology related to Machine Learning and cloud data services 
provide the potential for deploying a no-code tool that small businesses and non-profits without expert analytical skills can 
leverage. 

A generic no-code tool to construct trained models for deep learning neural networks was developed. The tool is 
known as Easy Insights. This tool is coded in Python and can be accessed via the web. The tool accepts the following inputs 
from simple pull-down menus: the number of nodes, epochs, runs, layers, testing/training split, hold out data percentage, and 
feature/target training data. The tool generates a DLNN and outputs a trained model, along with an accuracy on its performance. 
The accuracy is measured against hold-out data (i.e. data not used in training or testing). 

A case study for Fairfax Fire & Rescue (FFR) was conducted for the task of assigning incident fire codes to the 
National Fire Incident Reporting System (NFIRS). The current manual process uses report narratives to assign codes. The 
manual code assignment is only 50% accurate.  The target prediction is the NFIRS-IncidentTypeCode. There are 36 possible 
NFIRS codes. The features are: UnitType, UnitType-Code, NFIRS-Apparatus-Primary-Action-Taken, and NFIRS-Apparatus-
Primary-Action-Taken-Code. There are 63 possible actions taken and 30 possible unit types. Example rules for assignment of 
the NFIRS code: (1) NFIRS code is 162 when the Unit Type is Brush, Action Taken is Standby, and NFIRS Apparatus Primary 
Action Taken Code = 1; (2) NFIRS Code is 100 when Unit Type = Battalion Chief and NFIRS Apparatus Primary Action 
Taken Code = 1,2,3,4,6,7,9,12, or 15. A DLNN with inputs of 3 hidden layers with 32 nodes each and 500,000 runs was 
developed. The DLNN trained with an 80/20 training/testing split for 1000 epochs. The DLNN initially achieved an accuracy 
of 32%, which was improved to an accuracy of 45% by adjusting the number of epochs and duplicating low occurrence data. 

Another case study for GMU Parking was conducted for the task of predicting future space availability of outdoor 
parking lots at the GMU Fairfax campus. The goal is to maximize permit sales and predict future lot capacity. The current 
manual insights report is only 70% accurate. The classification problem is predicting lot capacity given features: year, month, 
weekday, time code, and lot code. The target prediction is lot capacity, shown in range increments of 25. A DLNN with inputs 
of 3 hidden layers with 50 nodes each was developed. The DLNN trained with an 80/20 testing/training split for 100 epochs. 
The DLNN model achieved an accuracy of 85%.  

 
 
 

2. Stakeholder Analysis 
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2.1 Fairfax Fire and Rescue Use Case 
 

The main tension is that there is constant correcting and reiterating of the fire reports between the analytics team and 
reporting authorities. In the fire department, the analytics team is required to classify every fire emergency according to an 
NFIRS code (national fire incident response system) that is required by the US Fire Administration. The problem is that they 
rely on firsthand reports which are not always accurate. Firefighters are responsible but are not trained to classify NFIRS codes 
so 50% of the original codes are incorrect resulting in multiple rounds of corrections. This creates a delay in funding, or 
incorrect funding and equipment. 
 
2.2 GMU Parking Use Case 
 

The main tensions for the GMU Parking stakeholders are between the parking services and the University Business 
Consultants (UBS). GMU Parking does not have analytics skills, so they contract this work for the UBS, but it takes too long 
to receive updates and costs too much to train the consultants on the parking practices. A no-code tool would take the place of 
the UBS so that their work is no longer needed to visualize the lot capacity. UBS is not paid by the parking services directly 
because they are an auxiliary service, meaning self-funded. Since UBS is paid by George Mason University and not parking 
services, they are not incentivized to work any faster and find better ways to analyze data. The current manual process to get 
an updated analysis report takes 7 days - a process that must first go through the Manual Parking Collector, to the consultants, 
then to the Parking Services.  

 
 

3. Problem and Need Statement 
 

The problem is that nonprofits and low-tech enterprises produce large datasets that are not being exploited because 
they don’t have their own analytics method and lack the coding knowledge to create DLNN prediction models. 

There is a need for a no-code tool that allows nonprofits to create prediction models for their businesses to increase 
profits and efficiencies without having to code. 

For GMU Parking, the most important need is to have a tool that reduces time and increases accuracy. For the Fairfax 
Fire and Rescue Department, the most important need is to increase accuracy of NFIRS classification.  
 
 

4. Concept of Operations 
 
 

 
 

Figure 3. High level system inputs and outputs  
 
 

In the high-level inputs and outputs of the system, (Figure 3) the input is a processed CSV file and user input 
parameters. The output is a trained neural network model and the model accuracy score, which is the percentage of correctly 
predicted data against Hold-Out-Data. 
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User Input Parameter Definitions: 
1) Nodes: This algorithm relies on data input combined with coefficients or weights to amplify or dampen that input in 

order to assign significance to inputs for the task it is trying to perform. 
2) Layers: As input is fed through the net, a row of neuron-like switches turns on or off. Taking the data as an initial 

input, each layer’s output becomes the next layer’s input. 
3) Epochs: It specifies how many times the algorithm should train on the entire dataset. Data type and task determine 

how many epochs are needed. 
4) Test/Train split: How much of the processed data will be trained. The remaining percentage of data will be used to 

test how accurately the model was trained. 
 
 

 
 

Figure 4. CONOPS action diagram  
 
 

Easy Insights shall fulfill a need for all generic use cases. In the process labeled DT.2 Data Cleaning and DT.3 Data 
Sorting/Compression is where changes will occur from the current processes that exist now. Currently, the processes for data 
sorting and compression occur is done manually or is too expensive and time consuming for nonprofits. This is where the tool 
provides a unique value for users, seen in process DT.3 Classification. The TO-BE changes are the generic no-code tool 
capabilities that can be applied to all use cases. The red circle in Figure 4 outlines that Easy Insights would be able to run the 
neural network model with personalized tuning parameters nodes, layers, test/train split, and generate an accuracy of the testing 
data without the user needing to code anything.  

 
 

5. Mission Requirements  
 

There are 11 total mission requirements broken down into four top level mission requirements - generating a 
classification model, data formal requirements, data size requirements and tool setup time. The mission requirements are: 

 MR.1 Easy Insights shall generate a DLNN model to a desired accuracy.  
o MR.1.1. Easy Insights shall offer hold-out validation parameters options for users.  

 MR.1.1.1 Easy Insights shall offer training to testing percentage breakdowns 90/10, 80/20, and 
70/30.  

o MR.1.2 Easy Insights shall offer neural network construction parameter options for users. 
 MR.1.2.1 Easy Insights shall offer a fill in value for the number of nodes.  
 MR.1.2.2 Easy Insights shall offer a fill in value for the number of layers.  
 MR.1.2.3 Easy Insights shall offer a fill in value for the number of epochs.  

o MR.1.3 Easy Insights shall provide instructions describing each input parameter on the interface.   
 MR.2 Easy Insights shall read only CSV files.  
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 MR.3 Easy Insights shall only accept files within 100 KB to 10 MB in size.   
 MR.4 Easy Insights shall take less than 30 minutes to set up a trained model. 

 
 

6. Functional Architecture  
 

There are 11 total functional requirements broken down into three top level requirements. These are load data files, 
apply user input parameters, and model evaluation metrics. There are five main functions of the decomposed P.2 Classification 
Model Delivery, and each functional requirement falls under the function that satisfies how the system will deliver a neural 
network model. 

In the decomposed functional overview of the P2 Classification Model Delivery, the functions within this decomposed 
view show how the neural network takes input data to create an untrained model, then training the model and testing it against 
the hold out data. The P.2.5 Model Evaluation function happens after the trained model is constructed, tested, and should 
display an accuracy for how well it can predict data it has never “seen” before. This supports the Hold Out Validation technique 
because it was split from the raw data to begin with in P.2.2 Split Training Material.  

 
 

7. Design  
 

The graphical user interface (GUI) is organized by functionality to satisfy all mission and design requirements. The 
GUI was designed to follow the F-web pattern which support human factoring engineering by leveraging a top to bottom and 
left to right pattern that human eyes naturally do. The steps for inputting training parameters are all on the left side of the GUI 
while all output and the accuracy is shown on the right side of the GUI. (See Figure 6) The main window is organized into four 
widgets: DataUpload, ModelTraining, OutputWindow, and RunModel. The names of these widgets correspond to its 
functionality. The GUI follows each step in the concept of operations chronologically for what the user must accomplish to use 
Easy Insights.  
 
7.1 User Steps for Easy Insights Tool 
 

1) Business collects and aggregates data.  
a) Assume the input data is already pre-processed. 

2) End user uploads the processed data to Easy Insights as a CSV file.  
3) End user inputs the desired parameters using no-code fill-in and pull-down options. 

a) Number of nodes, layers, epochs, Test/Train split (Hold-Out-Data %). 
4) Model is trained using the chosen parameters.  
5) Easy Insights performs Classification Analysis.  

a) Insert steps to perform classification analysis using DLNN. 
6) The trained model contains output data and performance measure. 

a) Accuracy score 
b) Python script available for download.  

7) End user is presented with a trained model and may rerun it with different parameters.  
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Figure 6. GUI with CONOPS task number label 
 
 

8. Validation 
 
8.1 Fairfax Fire and Rescue Validation  
 

In the pre-processed data there is 30,839 lines in the CSV file. There are 5211 total fires from 2019-2022. There are 
36 total NFRIS codes. There are 30 Unit Types deployed, such as fire trucks, medics, and fire marshals. There are 63 Actions 
Taken, such as fire control, investigation, and enforce codes. The sum of each unit type and action taken for the NFIRS incident 
report provided generates 480,000 data points. The task is to compare the final assigned NFIRS code.  

A DLNN with inputs of 3 hidden layers with 32 nodes each and 500,000 runs was developed. The DLNN trained with 
an 80/20 training/testing split for 1000 epochs. The DLNN initially achieved an accuracy of 32%, which was improved to an 
accuracy of 45% by adjusting the number of epochs and balancing the data by duplicating low occurrence data and removing 
single occurrence actions taken.  

 Unfortunately, this type of tabulated data loses context when reducing the data down to a single line for the neural 
network to process. As a result, the trained model was unable to achieve accuracies above 40%. Unless there is a significant 
amount of domain knowledge to help pre-process the data, general tabulated data will not work on a neural network training 
algorithm. This is a limitation found in DLNN training data and machine learning overall.  
 
8.2 GMU Parking Validation  
 

Version 1 of the Easy Insights tool requires pre-processed data. Features of the neural network are Lot Code, Year, 
Month, Weekday, and Time Code which are the independent variables (X) for the accuracy prediction. The column Avail Code 
is the data that shall be predicted in the neural network, also called the target. There are 28 total lots coded from 1 to 28 labelled 
as the Lot Code. The Spots Available column from the raw data was assigned numerical values from 0 to 1240 in power 
increments of 5 (0,5,10, … 1240). Then each increment grouping was coded from 0 to 41. This is how the Avail Code label 
was created.  

Raw parking data was processed to construct the neural network model. Columns Lot Code, Year, Month, Weekday, 
and Time Code are the features (independent variables) that will be the X variables for accuracy prediction. The column Avail 
Code (label) is the data that shall be predicted in the neural network.  

There are 28 total lots coded from 1 to 28 (Lot Code). The Spots Available column from the raw data was assigned 
numerical values from 0 to 1280+ in power increments starting from 0, 5, 10, 20, etc.. Then each group was coded from 0 to 
9. This is how the Avail Code label was created. This type of power distribution was chosen because it categorizes the data in 
a logical way, where a handful of spots available means more in context to each other than hundreds of available spots. 

This type of data structure yielded neural network accuracies over 80% when used with a neural network structure of 
15 layers of 50 nodes each, over 100 epochs, and trained on an 80/20 training/testing split.  

9. Business Plan  
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Additional case studies show that Easy Insights can reduce time spent on manual processes by 20%, saves $92,500 
annually on consulting services, and reduces human errors by 35% per business.  

The target market is small to medium sized enterprises (SMEs) and nonprofits in Fairfax County. The target market 
possesses a large volume of data, approximately more than 50,000 data points, an ideal dataset size to create a neural network, 
and lacks a current process for data analytics. The end user of Easy Insights is business owners, and the total number of end 
users is 40,000, estimated from the 10% of small businesses in the US (Doré, 2019). Easy Insights will be distributed as a 
subscription service to business owners. Price is determined by data set size and company size: $750 per user per year for small 
companies and $1,500 per user per year for large companies. The small to large company split is 70 to 30.  

The total market value is $39 million calculated by the product of price and total possible sales. Given a 10% annual 
market penetration, the five-year projection for revenue is $51.2 million, profit is $41.6 million, and operating costs is $9.6 
million. Operating costs include the five-year salary for three systems engineers, two software engineers, server hosting, and 
marketing. The ROI is expected to be 425% and break-even in Year 1.  
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