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Abstract: The reliability assessment of systems which are relevant to security is an extremely important task in managing 
public health risk. We want to consider the failure probability p of such a critical system and find out whether there is a trend 
in this failure probability p over time. There are data available about unplanned demands for maintenance because of 
hazardous incidents in terms of incident times. Furthermore it has been recorded, whether or not a failure occurred shortly 
after the demand. As the failure probability obviously depends on these data it seems reasonable to find a statistical model 
covering these dependencies. Since we have binary outcomes, we use the logistic regression model. Here the logit function is 
used, which maps the odds ratio p/(1-p) of p via log(p/(1-p)) onto the real line. This logit function will be related to the times 
t , where the hazardous incidents occurred via 0 1log it( p ) tβ β= + . If there really exists a bias for the failure probability p, the 

parameter 1β  should be nonzero. 
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1. Introduction 
 
Managing risks which are relevant to security is a crucial task for operators of certain kinds of machinery and 

equipment like power plants or control systems for airplanes, since malfunctions can cause severe threats concerning human 
safety as well as damages to the environment. Thus, the methods of reliability play a key role in assessing, monitoring and 
particularly predicting potential risks. 

Based on the available data, there exists quite a variety of reliability measures to assess and monitor potential risks. 
In this paper we discuss a method to predict the failure probability of such a critical system based on data of hazardous 
incidents in terms of incident times and the information whether or not the incident caused a failure. 

We introduce a Bayesian logistic regression approach to model the data and try to predict a trend in the failure 
probability over the long run. Finally, we interpret the results and compare them to the ones obtained using the classical 
frequentist approach of statistics. 
 
 

2. Background 
 

2.1 Fundamentals of Reliability 
 

Reliability is a characteristic of an item, expressed by the probability that the item will perform its required function 
under given conditions for a stated time interval (Birolini, 2010), (O’Connor 2012). Much of reliability is concerned with 
lifetime analysis which focuses on modeling the failure time distribution of an item, i.e. modeling the properties of a random 
variable T. Such a random variable is fully characterized by its probability density function or equivalently its reliability 
function. In practical applications, the exact assessment of a function is rarely possible, so one must estimate characteristic 
values for the specific distribution like mean, median, mode, variance or quantiles. This is accomplished with variables life 
testing where the lifetimes of a set of test units are recorded. In this paper, however, we will consider a simpler form of 
reliability data, namely attribute life test data, where only the information success or failure is recorded. 


