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Abstract: Maximum likelihood (ML) is the most common method used to estimate the parameters of the three 
parameter Weibull distribution. However, ML is not applicable to estimate these parameters when the shape parameter ( )β
 is smaller than two. Therefore, in this paper we propose to use ordinary least square (OLS) instead of ML. Since by the 
standard OLS structure, it is not possible to estimate directly the location Weibull parameter ( γ ), here we find it by the use 

of random search by maximizing the multiple regression coefficient function. The application of the proposed method, to sets 
of data, showed excellent performance.  
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1. Introduction 
 
 The three-parameter Weibull distribution is the most commonly used distribution in reliability. Among the most 
important Weibull analysis, we have the risk, the warranty and the sustentation plans analysis. No matter which analysis we 
made, all of them require some estimation of the Weibull parameters. The three-parameter Weibull distribution is given by 
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Where the shape parameter β  determines the skewness of the distribution, (the higher the value, the higher the skew), the 

scale parameter η , determines the characteristic life, for which 63% of the failures had occurred, and gamma γ  is the shift 

parameter. The estimation of the parameters is generally done using maximum likelihood method (ML). In practice, 

processes and systems generally present a shape parameter with ranges between 1 and 3, ( )1 3β< < . Unfortunately, the ML 

method is not efficient to estimate the Weibull parameters within this range. The main reasons of the inefficient estimations 
using ML are shown next:  
1) ML does not hold with the regularity conditions, this because the domain of the random variable (t) depends on the 
position of  γ . For 1β < , ML is not consistent, (may be more than one solution), for 1 2β< < , the distribution of the 

estimates does not follows a normal distribution, and for 2β > , ML is effective only when the sample size (n) tends to 

infinity. (For details, see Cousineau (2009) and Rinne (2009), (sec. 2.3).  
2) The ML solution is biased, and its bias depends on the shift parameter γ , and on the sample size n. (for details see 

Cousineau et. al., 2004).  
3) The ML solution is not available in direct form neither for the two or three parameters, so an iterative method is needed. 
For example by applying the ML method to the function defined in (1), the scale parameter could be estimated as 
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Observe that η is the only parameter that could be estimated separately, but its estimation requires the knowledge of 

the other two parameters. To avoid these difficulties, researchers had proposed alternative methods to estimate the 
parameters. Among them, we found the weighted maximum likelihood method (Jacquelin, 1993), maximum product of 


