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Abstract: This study explores breast cancer data with multivariate techniques. Breast cancer is the second leading disease 
that causes death, 100 deaths per day, of women living in the USA. Therefore, this study aims in identifying the independent 
decision parameters given in the data-set which are accounted for correct prediction of breast cancer. Logistic Regression 
Analysis (LRA) is performed to assess the correct diagnosis probability. A Principal Component Analysis (PCA) is also 
performed to determine the number of decision parameters can be reduced. The experimental results indicate that the LRA 
has a very high correct validation while the PCA suggested that the principal components can be significantly reduced.  In 
future, Factor Analysis (FA) can be conducted to find the latent relations among the variables, which might give a better 
understanding of the correlation among the variables. 
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1.  Introduction 
 
According to 2012 U.S. breast cancer statistics, breast cancer is one of the most common cancers among American 

women.  It is the second leading disease that causes death in women. It has also been reported that about 39,520 women die 
due to breast cancer in the United States. But it has also been mentioned that the number of deaths due to breast cancer has 
been reduced since the 1990’s and this is basically due to the early diagnosis of the disease (Dong et al., 2011). Early 
diagnosis of breast cancer is considered as the most important factor in reducing breast cancer mortality. There is a high 
social and economic concern for breast cancer diagnosis, which explains why many researchers are involved in providing 
more accurate models that would help in early prediction of breast cancer.  This study aims in identifying the independent 
variables, which can help to correctly predict breast cancer.  

Historical data provided by the University of Wisconsin Hospital has been analyzed. The data consisted of nine 
independent variables (X1-X9) that explain the characteristics of the cancer along with one dependent variable that helps in 
identifying the type of tumor (malignant or benign). Malignant tumor is more dangerous than the benign tumor (Gregory, 
2012). The variables X1 to X9 describe clump thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion, 
single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and mitoses in that order. 

In this study, Logistic Regression Analysis (LRA) is performed on the data to predict the failure probability of breast 
cancer assessment. Principal Component Analysis (PCA) is conducted to reduce the number of variables that can be used for 
the diagnosis or prediction of breast cancer. LRA and PCA techniques were chosen as the data showed a non-normal 
distribution. The data were collected in eight recorded samples arranged chronologically form the years 1989 to 1991. To 
eliminate the dependences among groups, only data from group one which contains the largest pool of data among the eight 
samples were used. Data in group one has 367 instances/cases with few missing values, nine dependent and one independent 
variable, The independent variable helps in diagnosing breast cancer by identifying whether there exists a benign or 
malignant tumor and the dependent variables describe biological characteristics of the cells like the clump thickness, 
uniformity of the cell size and shape, marginal adhesion, size of a single epithelial cell, bare nuclei, bland chromatin and rate 
of cell division (mitoses). It is assumed that every recorded observation of group one is independent with each other so that 
cases with missing values can be eliminated and finally, 353 instances were taken for further analysis. 
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