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Abstract: This study utilized five economic factors; 1) Consumer Price Index, 2) Average ten-year return on treasury 
securities, 3) Total Nonfarm payroll, 4) Four week moving average of jobless claims filed, and 5) Stand & Poor 500 index to 
predict US unemployment rate.  Historical time series data on factors 1-4 was obtained from the Economic Research web site 
of the Federal Reserve Bank of St. Louis.  Time series data on factor 5 was obtained from the Yahoo Finance web site.  
Multiple Linear Regression, Back Propagation Algorithm, and Support Vector Regression techniques were utilized to predict 
US unemployment rate. Based on Mean Squared Error and adjusted R2

 

 values the Support Vector Regression technique 
provided superior results for the given dataset. 
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1. Introduction 

 
There are two basic approaches to predicting unemployment rate: 1) Time series analysis, and 2) The Okun’s law.  

The time series approach utilizes historical data to predict future unemployment rate.  The Okun’s law is based on 
establishing an empirical relationship between independent factors, such as Gross Domestic Product (GDP), to predict 
unemployment rate.  Okun (Baily & Okun, 1965) states that a 2% decrease in GDP will result in a 1% increase in 
unemployment rate. Both approaches attempt to model a relationship between the independent variable or variables and 
unemployment rate (Barnichon & Nekarda, 2012).   

Unemployment rate is an important metric.  It affects political stability and is the basis of economic policies.  It has 
therefore been a topic of several research studies.  Multiple models, both linear and non-linear, have been proposed 
(Rothman, 1998), (Altissimo & Violante, 2001), (Caner & Hansen, 2001), (Milas & Rothman, 2008), and (Olmedo, 2014).  
The time series data has also been utilized by other techniques, such as Artificial Neural Networks (ANN), to predict the 
unemployment rate.  Mean Squared Error (MSE) and adjusted R2

The focus of this study is to predict unemployment rate as a function of five economic factors; 1) Consumer Price 
Index (CPI), 2) Average ten year return on treasury securities (RTS), 3) Total Nonfarm payroll (TNP), 4) Four week moving 
average of jobless claims filed (JCF), and 5) Stand & Poor 500 index (S&P500).  None of the previous reported work utilized 
the above five economic indicators to predict US unemployment rate.  Multiple Linear Regression (MLR), Back Propagation 
Algorithm (BPA), and Support Vector Regression (SVR) techniques were applied to predict US unemployment rate. 

 values are commonly used to estimate accuracy of the 
model. 

 
 

2. Data Collection 
 

Table 1 shows the data sources of the five economic indicators.  Monthly data from January 1993 to June 2014 was 
obtained from indicated data sources.  Table 2 shows descriptive statistics for the five factors.  Figures 1 to 6 show the data 
values for CPI, RTS, TNP, JCF, S&P500, and Unemployment rate, respectively. 
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