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Abstract: The flowshop scheduling problem is a mathematical model of an assembly line that describes the flow of a set of 
jobs as they are processed by a set of machines with respect to a given sequence. The given sequence is maintained as the 
jobs flow through the machines. It is desired to find a sequence that produces optimal performance measures of the associated 
flowshop. Historically, special cases of flowshop problems have been found and exploited to assist in finding the best 
sequence. We describe a class of new special cases, develop an algorithm to generate the new special cases, and provide 
numerical insights into the new special cases. We focus on analyzing the solution space of the new special cases, as opposed 
to finding an optimal solution. 
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1. Introduction 
 
The flowshop scheduling problem consists of a group of jobs that is processed by a group of machines. The jobs are 

processed with respect to a given job sequence and maintain this sequence as they are processed by each machine. The 
machines process each job sequentially starting with the first machine, followed by the second machine, and so on until the 
last machine. It is assumed that the processing time of each job through each machine and the due date of each job are 
known. The flowshop is also governed by the following rules: (1) Jobs are ready to be processed at time zero, (2) Jobs do not 
arrive late, (3) Jobs cannot preempt other jobs, (4) Jobs cannot pass other jobs, (5) Jobs are processed by one machine at a 
time, (6) Machines process one job at a time, and (7) Machines do not have downtimes.   

In Table 1 we show the processing time matrix of an example flowshop problem. A processing time matrix consists 
of the processing times of each job through each machine and the due date of each job. The processing times and due dates 
have generic time units. Also, the processing times are relative to the time the associated machine starts processing the 
associated job and the due dates are relative to time zero. 
 
 

Table 1. Flowshop Problem Example: Processing Time Matrix 
 

 
Job 

Processing Time 
Machine 

1 2 3 4 
 

 
Due 

1 23 74 20 57 384 
2 71 18 27 98 214 
3 53 74 51 25 203 
4 67 76 26 88 514 
5 13 70 19 9 111 
6 67 62 85 86 600 

 
 
The performance measure considered in this work was the mean job lateness.  In Figure 1 we show a plot of mean 

lateness of antithetic job sequence pairs associated with the information shown in Table 1. More precisely, each possible 
(forward) job sequence is paired with its reverse job sequence and the mean lateness of these sequences are calculated and 
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